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Abstract

Electrostatic correlations and fluctuations in ionic systems can be described within an extended Poisson-Boltzmann
theory using a Gaussian variational form. The resulting equations are challenging to solve because they require the
solution of a non-linear partial differential equation for the pair correlation function. This has limited existing studies
to simple approximations or to one-dimensional geometries. In this paper we show that the numerical solution of the
equations is greatly simplified by the use of selective inversion of a finite difference operator which occurs in the theory.
This selective inversion preserves the sparse structure of the problem and leads to substantial savings in computer
effort. In one and two dimensions further simplifications are made by using a mixture of selective inversion and Fourier

techniques.
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1. Introduction

Electrostatic phenomena are important in many fields
of engineering, physical and biological sciences. Examples
where their study is crucial to the understanding of the
large scale properties of materials include colloidal suspen-
sions, electrochemical energy devices, DNA and membrane
function, and nano-particle interactions [1, 2, 3]. Classical
Poisson-Boltzmann theory [4, 5] is a widespread approach
for understanding phenomena in such systems, but it is
a mean-field approach which determines the ion concen-
trations by the average electrostatic potential; it ignores
many-body effects and fluctuations. One simple exam-
ple of the weakness of the standard Poisson-Boltzmann is
given by the example of an air-water interface where the
equations eliminate self-energy effects and image charges
[6, 7). The density profile predicted by the equations is
then a poor approximation close to the surface.

One measure of many-body effect in charged systems is
the coupling parameter =, [8], an a-dimensional parameter
calculated from surface charge density, oe, counter-ion va-
lency ¢, dielectric permittivity € and inverse temperature
B. In SI units,

= = ¢3|ole* % /8né?,
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with e the electronic charge. In the weak-coupling regime,
= — 0; the mean-field, Poisson-Boltzmann theory works
rather well. In the strong-coupling limit, & — oo, other
theoretical approaches have been developed starting from
a single ion picture [9, 1, 10]. This strong-coupling theory
successfully captures phenomena such as counterion con-
densation, and like-charge attraction. The perturbative
expansion in either small = or large = can not be applied
however for the intermediate regime = ~ 1, which is how-
ever often found experimentally.

By the use of a Gaussian variation ansatz, Netz and
Orland [11, 12] derived a system of self-consistent par-
tial differential equations which are believed useful for a
larger range of =. Historically, the equations were also de-
rived by Avdeev and Martynov using the Debye closure
of the BBGKY hierarchical chain [13]. Based on the self-
consistent equations, there has been recent interest of nu-
merical methods and analysis with one-loop expansion or
asymptotic approximation; See Buyukdagli et al. [14, 15],
and references therein; these studies show excellent agree-
ment with Monte Carlo simulations. The variational field-
theoretical approach has been discussed by many other
authors: [16, 17, 18]. Clearly the equations contain much
useful physics and it would be useful to have a tool to
study them in more general geometries.

The main result of the present paper is the presenta-
tion of numerical methods that enable one to solve the
self-consistent equations in general geometries. To do this
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we firstly discretise the variational equations. When we
do so we see that the main technical difficulty that has
to be overcome is the inversion of a large system of lin-
ear equations. However, closer examination shows that
we only require diagonal elements of the inverse matrix,
this diagonal inverse is related to a local electrostatic en-
ergy of an ion, similar to a spatially varying Born energy
[6]. The matrix equations in the self-consistent formula-
tion are sparse in structure — that is, they are matrices for
which almost all entries are zero. We thus use techniques
developed to selectively invert [19, 20] the matrices which
occur in our problem. This selective inversion requires
less memory storage and also less computer operations to
perform than the usual algorithms which calculate the full,
dense solution of the linear system. This selected inversion
is then used as part of an iterative solver to find the self-
consistent solution of the full extended Poisson-Boltzmann
equations.

The small workstation which we used for our imple-
mentation limits us to modest system sizes in arbitrary
three-dimensional geometries. However, if we study phys-
ical systems which are invariant in one, or two dimensions
we can do much better. We give as an example of the
interaction between two charged cylinders (2+1 dimen-
sions), or the profile of density near a planar wall (142
dimensions). In these cases we can combine the method of
selective inversion with Fourier analysis in the invariant di-
rections. Then rather fine discretisations are possible even
with modest computational resources. We find that we are
able to then generate numerical solutions of the equations
for 0 < E < 4.7, which includes rich physics, but does not
reach the regime of like-charge attraction.

To be fully useful in three dimensions, more efficient,
multiprocessor, codes will be needed. However, several
groups are working on scalable selected inversion [21, 20].
We can expect rather rapid progress on the application to
three dimensions. We note that the utility of sparse ma-
trix methods for free energy calculations has already been
noted in the calculation of fluctuation based interaction
such as van der Waals interactions [22, 23].

2. Self-consistent equations for symmetric elec-
trolytes

We consider a symmetric electrolyte composed of two
ion species of valence 4¢, in a dielectric medium with
fixed charge density py(r). We assume the ions are point
charges, and the ion accessible region 2 has uniform dielec-
tric permittivity; excluded volume effects [24] are ignored
in our present paper. We will only allow ions to explore
a region with constant dielectric background in order to
simplify the treatment of the self energy. We will allow,
however, non-fluid regions to have varying dielectric prop-
erties in order to describe the electrostatics of membranes
or electrodes.

The following two length scales are important for elec-
trolytes. The Bjerrum length, /g = e?/(4meocwkpT),

gives the distance at which two unit point charges have
an interaction k7. Here, g¢ is the vacuum dielectric per-
mittivity, €,, is the relative permittivity of water, and the
product kpT is the thermal energy. The Gouy-Chapman
length, e = 1/(2nlpq|os|), describes the interaction be-
tween a charge and a surface charge of density oge, i.e.,
at this length the interaction energy is comparable kpT.
Here we suppose that oge is the average surface charge
density of the charge source p¢(r). We note that the cou-
pling parameter can be expressed via a ratio of the lengths,
2 =¢*p/lac.

We use dimensionless units by using the natural length
lce, and scaling the surface charge density to os(%.
In the variational field theory, the grand-canonical par-
tition function is represented by the functional integral
Z = 5= [ Dpexp{—H|[¢]/Z}, where Zg is a normalization
factor, i¢ is the fluctuating electrostatic potential and the
Hamiltonian functional is [12],

dr [(V¢)?

Hlel = / 2m { 4
Here, the ions contribute only in the accessible region €2,
A = 2)\/(mo2lp) is the rescaled fugacity, and X is a con-
stant related to the chemical potential of symmetric ions.
We will also introduce Gy(r,r’) = 1/|r — r’|, the bare
Coulomb potential, in a uniform dielectric background.
We have already implicitly regularised the theory, since
G(r,r) is divergent in the continuum limit. The term in
EGy(r,r)/2 shifts the zero of the chemical potential of the
ions.

The variational method uses a general Gaussian Hamil-
tonian and optimises over the mean and covariance. Ex-
plicitly we write,

- fo

with ® the mean potential, and the Green’s function G is
the covariance. The estimated Gibbs free energy is given
by

_ éeEGo(r,r)/2

cos | .

= Fo+ (H — Ho)o/E,

where Fy = — %Tr log G and (-) is the average with respect
to Hp. One finds,

FGibbs

)2 i)
FGibbs = —Trlog( G) — /dr [(V ) pf_]
2=
//drdr’5 r,r') V VT/G( r)
— —— [ dre ElErD)=GComr/2 ¢oh @ (1)

477:

In this expression we understand the interest in introduc-
ing the function Gy so that the continuum limit is less sin-
gular — we expect that the combination (G(r,r)—Gy(r,r))
remains finite.

From the first variation of the free energy functional
with respect to the mean potential & and the Green’s

r)+id(r)](EG) " (r. ) [o(x) +id (x)'],



function G(r,r’), we obtain the following dimensionless
equations (see Appendix Appendix A for the derivation),

V2P — AeZ¢(M/2ginh @ = —2p4(r), (2a)
V2 — Ae =)/ 2 cosh @| G(r,1') = —47m6(r — '), (2b)
efr) = lim [G(r. ') ~ Golr, )] )

r—r’
where the space-dependent function Ze¢(r)/2 describes the
effective self energy of a mobile ion. Since we will solve the
variational equations in a discretized form we derive them
using the language of matrices and lattice Green functions
in Appendix Appendix A.

Eq. (2a) is the modified Poisson-Boltzmann equation
where the second term in the left hand side is the density
of mobile charge and the right hand side is the density
of the fixed charge. These equations are beyond the tradi-
tional Poisson-Boltzmann theory. The correlation function
c¢(r) represents the electrostatic energy of a mobile ion in-
teracting with surrounding ions, which is determined by
Egs. (2b) and (2¢) self-consistently. Eq. (2b) is a semilin-
ear differential equation in the form of a modified Debye-
Hiickel equation, where the inverse Debye length, found
from k2 = Ae~=¢()/2 cosh @, depends nonlinearly on ¢ and
.

The properties of the system are characterized by two
parameters: the coupling parameter = = ¢*(5/lcc and
the rescaled fugacity A = 87\Z,E. We can see that the
equations can be decoupled in the small = limit, when
they reduce to the classical Poisson-Boltzmann equation.
The fugacity is actually a measure of ratio between the
Debye screening length and the Gouy-Chapman length,
and nonlinear effects come out for A < 1 where the Debye-
Hiickel theory does not work and the generalised equation
Eq. (2b) should be adopted.

3. The two-level iterative algorithm

In this section, we discuss the self-consistent itera-
tive scheme, and the algorithm for the modified Poisson-
Boltzmann equation.

In the region outside §2 where we suppose the dielectric
permittivity is €4, the equations for the potential and the
Green’s function are decoupled,

ﬂsvzq) = 72/0}"(1‘), (3)
n-V2G(r,r') = —47é(r — '),
where 1. = g4/, is the relative permittivity. We define
the indicator function of the ion accessible region,

(r) = 1, if req,
X\ = 0, otherwise,

and define the relative dielectric function of the space by
using the bulk water permittivity e, i.e.,

(4)

n(r) =n+ (1 —n)x.

Then the governing equation for the whole space can be
written as,

V n(r)VO — xAe =)/ 25inh & = —2p(r),
[V-n(r)V - xAeZ¢)/2 cosh P| G = —4né(r — 1),
c(r) = lim [G(r,r') — Go(r, ) /n(r)],

r—r’

(5)
where the continuity conditions across the interface 92 are
implied by the operator V - n(r)V.

We develop a self-consistent iterative scheme for the
solution of the partial differential equations (5). The it-
erative scheme is composed of two alternating steps: For
given ¢(r), solve the modified Poisson-Boltzmann equa-
tion (the first equation) for ® subject to given boundary
conditions; and for given ¢(r) and @, solve the modified
Debye-Hiickel equation (the second equation) for G and
then a new ¢(r). For convenience, we call them the PB
and DH steps, respectively. These two steps are iteratively
performed until the convergence criteria of the solution is
reached. Mathematically, the iterative scheme is expressed

by,

V- n(r)Vek+h — Ae= 257 sinh GO+ — —2p;(r),
[V -n(r)V — Ae=3% cosh <1>(k+1)] G = —4ns(r —

< (r) = lim [GEFD(r,x7) — Go(r,x') /n(r)]

r—r’/
(6)
for k = 0,1, -, K, where the superscript (k) represents
the kth iteration step. The stop criteria is

max [@F) — E-D| <4,

where § is a small pre-set value.

We see, at the kth step, the modified Poisson-
Boltzmann equation is still a nonlinear equation, which
will be solved by iterative scheme, too, therefore the nu-
merical algorithm for the self-consistent equations is a two-
level iterative scheme. The modified Debye-Hiickel equa-
tion becomes an equation which can be solved by an ex-
plicit algorithm, which will be discussed in the next sec-
tion.

We present the sub-level iterative algorithm, used to
solve the modified Poisson-Boltzmann equation. The
method in the PB step has been widely studied in lit-
erature [25, 26]. We use an iterative algorithm based on a
three-point finite-difference discretisation for second-order
differentiations of variable coefficients [27], which remains
the continuity of electric displacement across the interface.
We write the equation in the form,

V -n(x)V® — f(x)sinh® = —2p,(x), (7)

with f > 0 being space-dependent function, and x is a d
dimensional variable.

Let h be the mesh size. The d-dimensional mesh is
composed of n? lattice sites where n is the number of grid
points in each direction. We define by W the vectoriza-
tion of the potential values at lattice sites and define by



Hiq,---, Hy the vectorization of the dielectric permittivity
at half integer grids at corresponding dimension and in-
teger grids at other dimensions, with periodic boundary
conditions. For example, in two dimensions,

\I/:{(I)”,Z,]:]., ;N}»

and
H, = {ni+1/2,j7i7j =1, an}7
Hy = {n;jt1/2,%,5 =1,--- ,n}.
We suppose these vectors are column vectors.

Let D and D7 be the difference matrices of opera-
tors V- and —V, where D = [Dy,---,Dy] is of n? x dn?
dimensions. Then we can discretize the modified Poisson-
Boltzmann equation by,

~DHDT — diag{l"(l)}] g+ = RO, 8)

where H = diag{H{ ,--- , HI'} and diag{-} is the diagonal
matrix with the vectorial argument as the main diagonals,
I' is the vectorial representation of the relaxation function

V(x) = f(x) [sinh @] / (|®] +€) > 0,

with € = 1078, and R is the vector for the function on the
right hand side,

r(x) = fsinh® — y® — 2py.

In real problems, the fixed charge py are often point or
surface charge, and should be distributed into the lattice
sites. In our calculations, the surface charge (for instance
on a curves surface) is first discretised into point charges,
say of fractional valencies, ¢,,, m = 1,--- , M. Each point
charge is distributed into the nearest grid sites by a linear
weighting function [27],

d
L.l — T4
=1

where x,,; is the [th coordinate of the mth charge, and
x;, is the lth coordinate of one of the nearest lattice sites.
Then p;y, ...;, is the superposition of all fractional contribu-
tions of point source charges.

The discretisation yields symmetric and negatively def-
inite coefficient matrix, and thus the equations can be ef-
ficiently solved by standard direct solvers. We use sparse
matrix division in Matlab in our implementation.

4. The generalized Debye-Hiickel equation

The greatest difficulty in solving the self-consistent
equations arises from the modified DH equation, which can
be reformulated during the self-consistent iteration as,

[V -n(r)V = p(r)] G(r,x') = —dmd(r — 1), (10)

where p(r) is given by the previous iteration step. In three
dimensions, we can approximate the equation by,

AG =1, (11)

where

= [DHD” + diag{P}], (12)
P is the vector of function p(r), G is a matrix representing
lattice Green’s function, and I is unit matrix. We see
that the solution for the lattice Green’s function is simply
equivalent to a matrix inversion, G = A~!. Let C be
the vector of correlation function ¢(r), Gg be the lattice
Green’s function in the free space, and Hy is the vector of
dielectric permittivity defined at integer lattice sites, then
we can represent C' by,

C = diag(G) — diag(Gy)/Hop. (13)

Here diag(-) is the vector from diagonals of the argument
matrix, to distinguish it from diag{-}, and the division
between vectors is Hadamard division (entrywise division).

4.1. General remarks on matriz inversion

The solution of Eq. (11) is the bottleneck of numerical
calculation with the variational field-theoretical equations.
One way of inverting a symmetric and positive definite ma-
trix is by the Cholesky or LDL factorisation, A = LALT,
where L is a lower triangular matrix and A is a diago-
nal matrix; then one computes the inversion A~! from
L~! and A~ Since A is n?-by-n?, the LDL factorization
has complexity O(n3?) arithmetic operations and O(n??)
for storage if dense matrix algorithms are used. Both are
prohibitive for multidimensional problems. However, A is
sparse and has small band width. By optimising the or-
dering for evaluating the Cholesky factors, the saving of
the computation can be remarkable [28, 29]. When d = 2,
the factorisation can be performed with O(n?) arithmetic
operations and O(n?) storage. When d = 3, one requires
O(n®) operations and O(n?) storage.

Another property that simplifies the problem is that
only the diagonal of G is needed for the modified Poisson-
Boltzmann equation. In this case, the complexity for in-
version can also be lowered, because diag(A~!) can be
extracted by using the Schur complements recursively pro-
duced in the intermediate steps of the LDL factorization.
The recent developed Sellnv package [19] has provides code
to extract the diagonals of a matrix inverse. It permits the
calculation of the diagonals of the matrix inverse with the
same complexity as the factorisation quoted above. This
gain in efficiency is enough for one to be able to selec-
tively invert rather large two-dimensional discretisations
of physical problems. The complexity remains rather high
for general three dimensional problems; however, in sys-
tems with translational invariance we will now show how
to combine selective inversion with Fourier analysis.



4.2. One-dimensional geometry

Planar interfaces are often studied to investigate the
properties of liquid-liquid interfaces and liquid-solid inter-
faces of different systems. We present the dimension reduc-
tion for one-dimensional geometry in this section, which
may be useful in, e.g., theoretical and computational stud-
ies of planar electric double layers and nanopores.

We assume 7 depends only on z coordinate. If the
surface charges are uniformly distributed on planes per-
pendicular to z — y directions, the potential and the self
Green’s function will be translational invariant. Then we
can assume p(r) = p(z), too. The generalized DH equation
can be written into,

V- n(2)VG(r,r') = p(2)G(r, 1)

If we do the polar symmetric Fourier transform to the
Green’s function equation in the x — y plane, we obtain
the decoupled one-dimensional equation for each k,

[0.0(2)0. — n(2)k* — p(2)] G(k; 2,2") = —20(2—2"), (15)

—And(r—1'). (14)

where the coefficient of the delta function becomes —2 be-
cause the two-dimensional Fourier transform to z and y
comes out a 1/2m.

We know well how to solve Eq. (15) by discretizing it
in a similar form of (12) such that the one-dimensional
lattice Green’s function at spatial frequency k is

G(k) = 2h [DHD” + diag{k*Ho + P}] ',  (16)

with D and H being the matrices of one dimensional case.
On the other hand, we can represent the lattice Green’s
function in free space as,

Go(k) = 2h [DD” 4 £21] . (17)
The inverse Fourier transform is

Glew') = [ Glh ) (kg
0

where Jj is the Bessel function, and thus we find the vector
of the correlation function (in the case of p = 0),

o0 .
C = / ldiag{f}(k)} - dlag{GO(k)}] kdk,  (18)
0 Hy
where the vector division of the second term in the inte-
grand is Hadamard division.

The free-space Green’s function has explicit solution.
However, it is beneficial to calculate it by Eq. (17) in an
approximate way, which gains a singularity cancellation
between G (k) and Go(k), leading to an accurate approxi-
mation to C.

Since the integrand has the property of fast decay, the
numerical integration (18) can be done by a cutoff at a
certain frequency £ = K. We use a variable transforma-
tion k = e"¥ —1, where p > 0 is a constant parameter, and
do the integration on v € [0, V] with V = Tltlog(K +1) by
a Legendre-Gauss quadrature, and find a small number of
quadrature points can provide high accuracy.

4.3. Two-dimensional geometry

Suppose the electric potential and the self Green’s func-
tion is uniform in z direction, which is often considered
for cylindrical geometries, e.g., DNA-DNA interaction or
charge transport inside a nanotube. Similar to one dimen-
sion, we have n(r) = n(z,y) and p(r) = p(z,y), and thus
the modified DH equation becomes,

p(z,y)G(r,r)

which is essentially still a three-dimensional problem with
coefficients being invariant in z direction.

We can use the Fourier transform in z direction to re-
duce the equation into a two dimensional problem. Sup-

V- n(x,y)VG(r,x') = —A4ns(r — '), (19)

pose G(w; x,y;2',y/) is the transform of G. Then,
[vzy : nvmy - 770')2 - p] é(kv 2 Z/) =V 87T(5(.’E—‘T/,y—y/),
(20)
which can be solved by,
G(w) = V8rh?A(w)™!, and,
A(w) = DHD? + diag{w?H, + P},

where D and H are two-dimensional matrices. Since the
inverse Fourier transform,

G(r,r’) e WG (w;x, y 2,y ) dw, (21)

vl

and the matrix A(w) is symmetric and positive definite,
the lattice Green’s function can be represented by the ma-
trix,

G- \/Z/Ooo G (w)dw = 482 /OOO AW ldw,  (22)

and thus the correlation function is approximated by the
integral,

\/> / [dlag{(} W)} — dlag{GOO( )}]dw, (23)

where Go(w) = V8rh?2[DD” + w?I]~! is the matrix of
lattice Green’s function in free space.

The same method with the Gauss quadrature as for the
one-dimensional case could be adopted to approximate the
integral.

5. Numerical results

In this section, we perform numerical study on the con-
vergence and speed of the proposed algorithm for elec-
trolytes in three-dimensional space with the presence of
one- or two-dimensional charged interfaces. We set a uni-
form fugacity parameter A = 0.2, and study the solution
with different =. In the calculations, the integral in fre-
quency is discretized with parameters p = 1, K = 32
and the number of quadrature points between [0, K] is 10,



which has been verified highly accurate for most of ex-
amples except for the example of free energy calculations
where 20 quadrature points are used. The correlation func-
tion is subtracted by the bulk value in order to ensure
that the bulk property does not change with the coupling
parameter. The error criteria of the Poisson-Boltzmann
solver and the self-consistent iteration are both 10~8. Peri-
odic boundary conditions are used for both the PB and the
DH steps. The calculations are performed with a 2.67 GHz
Intel 8-core processor and 48 GB memory.

5.1. One planar surface in electrolytes

We consider one dimensional model in a region [0, L]
with L = 32. In what follows lengths are measured in the
natural scaled units — the Gouy-Chapman length, fgc. A
charged planar interface is placed at z = L/2 separating
the electrolyte into two symmetric half spaces. The surface
charge density is

pi(2) = 6z — L/2).

The results of two different coupling parameters Z = 1 and
4 are calculated. To observe the convergence of the nu-
merical algorithm, the n = 4096 solution are taken as the
reference solution and the maximum error max |® — ®,¢| is
measured. Table 1 displays the errors, the iterative steps
of the self-consistent scheme, and the execution timings
of the two sets of simulations. The “timel” column rep-
resents the execution times with the selected inversion,
the “time2” is for the direct inversion of the matrix. The
error results show a first-order convergence of the algo-
rithm since the lattice representation of the Delta func-
tion is first order of accuracy. The number of iterative
steps are significantly increased for a larger =, implying
more execution time is needed. For the execution timing,
the use of selected inversion is already remarkable even for
one-dimensional problems, which has several magnitudes
of improvement in comparison to the direct inversion.

The case n = 1024 corresponds to a rather fine dis-
cretisation h = £g¢ /32, which can be expected to resolve
the structure of the electrolyte with high precession.

Next we investigate the free energy of the variational
equations with the same parameters but for a wider range
of the coupling parameter. Appendix Appendix B presents
the algorithm for the free energy calculation. In order to
evaluate the determinant of the lattice Green’s function
by combining the sparse Cholesky factorisation with the
Fourier analysis, we use the eigenvalues of the negative
Laplace operator at invariant dimensions,

s
N+1

1,2,---, N and N is the number of nodes in x and y direc-
tions. Suppose G = A~! is the original three dimensional
lattice Green’s function. To obtain is determinant which
is the product of all eigenvalues, we decompose the de-
terminant of A into N2 components of one-dimensional
block corresponding to each given two-dimensional eigen-
value, (A + Aij), where A is the discretised matrix in

Nij = 2(1—005 )—&-2(1—(}081\?—11), where i,j =

z direction. Then the determinant can be evaluated via
det A =TI, j det(A + \jj).

We use N = 64 and three meshes, n = 128,256 and
512, and a variable coupling parameter = = 1 ~ 4.75. Ta-
ble 2 shows the results of free energies and iterative steps.
It is observed that the solutions blow up near Z = 4.7
for all three meshes. The finer mesh only has a slight im-
provement on the convergence near the blowup point. The
nonphysical blowup phenomenon may be understandable
because the correlation effect between counterions is ener-
getically favorable for the condensation [30]. This implies
that, for high coupling parameter, the variational theory
should be further modified; e.g., by including the excluded-
volume effect of the counterions.

5.2. Two planar interfaces with a sandwiched layer

The second example is the case of two charged planar
interfaces separating the space into three parts. The part
between the interfaces is low dielectric region, and the two
side parts are electrolytes. The computational interval is
[0, L] with L = 32, where the region of [0.4L,0.6L] is inac-
cessible to ions. The dielectric ratio is set to be n(z) = 0.1
in the region [0.42L,0.58L] and 1 otherwise, and we see
there is a 0.02L thickness of buffer zone between the ionic
fluid and the dielectric object. This dielectric medium is a
model of membrane. We suppose asymmetric unit surface
charges are placed at the two ends of the ion inaccessible
region, and thus the fixed charge density is

pf(z) =06(z—04L) —6(z — 0.6L).

As in the previous example, we first calculate the errors
and execution timings with the mesh refinement for two
coupling parameters = = 1 and 4, shown in Table 3. The
first order of accuracy remains, and the convergence of
self-consistent iteration is rapid for small =, but becomes
worse with the increase of the coupling parameter. Mesh
refinement slightly improves the convergence rate.

Table 3: Errors, iterative steps, and execution times (in Seconds) for
= =1and 4 and n = 128 ~ 1024. The case of two planar interfaces.

=E=1 E=4
n Error steps timel | Error steps timel
128 | 0.285 8 0.184 | 0.344 83 0.861
256 | 0.139 8 0.265 | 0.145 45 0.712
512 | 0.082 8 0.435 | 0.024 40 1.031
1024 | 0.028 7 0.753 | 0.012 36 1.725

We then fix the number of grid points, N = 1024, and
calculate the results of Z = 1,2 and 4. In Fig. 1, we
plot the potential distributions, their deviations from the
Poisson-Boltzmann solution, the counterion charge densi-
ties, and the correlation functions for these three =. Only
the left half solutions are plotted due to the symmetry
or antisymmetry along z = L/2. From (a-b), it is ob-
served that with the increase of coupling parameter, the



Table 1: Errors, iterative steps, and execution times (in Seconds) for = = 1 and 4 and n = 128 ~ 1024. The case of one planar interface.

n Error steps timel time2 | Error steps timel time2
128 | 0.115 7 0.087 1.77 | 0.123 29 0.268  6.15
256 | 0.058 7 0.119 6.90 | 0.068 28 0.366 ~ 25.28
512 | 0.027 7 0.182  29.07 | 0.033 28 0.550 104.94
1024 | 0.012 7 0.314 121.96 | 0.014 27 0.921 425.36
Table 2: Free energies and iterative steps for Z = 1 ~ 4.75 and n = 128,256 and 512. The case of one planar interface.
n = 128 n = 256 n =512
= Energy  steps Energy steps Energy steps
1 0.677 8 0.703 8 0.715 8
2 0.866 12 0.891 12 0.899 12
3 0.944 17 0.968 17 0.976 17
4 1.005 30 1.030 30 1.037 29
4.5 1.049 59 1.074 57 1.080 52
4.6 1.065 89 1.090 86 1.093 70
4.65 1.079 173 1.104 150 1.103 92
4.70 | blowup - blowup - 1.120 206
4.75 | blowup - blowup - blowup -
potential magnitude becomes small. It is reasonable in the
sense the correlation function ¢(r) is negative (Fig. 1(d))
and favorable for high counterion concentration. At = = 2,
we see the deviation of the self-consistent equations from
the Poisson-Boltzmann equation is already large, which is
over 10% difference at the maximum potential. Another
5 o phenomenon we can observe from (c) is that, with the in-
o1 crease of Z, the image charge effect is strengthened, which
B (I E=4 c behaviors a repulsive interaction to the counterions.
s =T So4f
’927 /- -Z;f 5.3. Clircular geometry
N a We consider an example of 2D geometry of L? with L =
! (¢ 08r ~(b) 32 in units of the Gouy-Chapman length. The electrolyte
Ol 1‘0Z 57916 T o T v fills the space outside a circle of radius R. Unit line charge
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Figure 1: Results of = = 1,2, and 4 for the case of two planar

interfaces. (a) Potential distributions; (b) Potential deviations from
the Poisson-Boltzmann solutions; (¢) Counterion charge density; (d)
Correlation functions.

density is placed on this circle, but it has distinct signs in
each half surface, i.e.,

ps(x,y) = sign(y)é(va? + y* — R).

This setting models a Janus particle. The dielectric ra-
tio 7 equals 0.1 inside a circle of radius R — 0.1, and 1
outside. This 0.1 gap characterizes the size of mobile ions,
and eliminates the singularity of computing the correlation
function in DH steps.

To see the convergence and execution timings of the al-
gorithms for two dimesions, we take the coupling parame-
ter Z = 4, and three mesh sizes, 1282, 2562 and 5122. The
surface charge is approximated by 128 cations and 128 an-
ions, which are then distributed onto lattice sites. Fig. 2
plots the contours of the potential distributions of three
cases, and their potential values at the x = 0 line, which
show the convergence of the algorithm. Table 4 lists the
potential difference between the current step and the pre-
vious step at each iteration, and the execution times of the



PB step and the DH step. Only the data of the first 9 iter-
ative steps are given, and overall they are convergent both
after ~ 30 steps. It is found that the PB sub-step is very
fast after a few iterative steps and most of execution time
is spent on the DH steps. For 2562 and 5122 meshes, each
iterative step for the single processor running can be ac-
complished in ~ 1 minute and ~ 11 minutes, respectively,
even although dozens of selected inversion operations must
be performed in order to perform the Fourier integral.

Figure 2: Potential contours of the two dimensional case for (a) 1282
mesh, (b) 2562 mesh, and (c) 5122 mesh; and (d) the potentials at
the x = 0 line for the three meshes.

We note that we have been unable to use our algo-
rithm to study systems roughly with = > 5. We have al-
ready shown that convergence is slower when = increases,
however at some point we find that the iterative process
does not converge. This seems to be associated with a
condensation of charges to the surface. It is possible that
including finite size effects for the ions could prevent this
phenomenon, but we leave further study of this point to a
later study.

6. Conclusion

We have developed an algorithm for solving fluctua-
tion enhanced Poisson-Boltzmann equations derived using
a variational field-theoretic approach. By studying nu-
merical examples, we show the algorithm has attractive
performance for both accuracy and efficiency.

For the moment considerations of speed limit detailed
studies to one- and two-dimensional geometries. Extension
of the algorithm to large three-dimensional geometries is
straightforward, but limits to a small mesh (our single-
processor machine allows the computation with the 643
mesh in a few hours). Exploring the finer mesh solution

requires a parallel implementation of the selected inversion
algorithm.

In the framework of self-consistent equations, we aim to
include the Born energy contribution to the self energy for
charged systems in smoothly varying dielectric media [6]
in order to study more complex, heterogeneous materials.

Appendix A. Variational derivation in matrix form

In this appendix we give a derivation of the variational
equations starting from a discretised version of the free en-
ergy. This derivation is useful because it removes many of
the ambiguities and divergences present in the continuum
formulation.

Suppose ® and py are vectors, G and G are matrices,
and —D7 is the discrete correspondence of gradient op-
erator. The the matrix operator D is discretised version
of the divergence. Functions of vectors, such as cosh @,
correspond to a vector made of the individual elements, in
a manner familiar in Matlab. Then in discrete form, the
field-theoretic Gibbs free energy can be written as,

1 (DT®)THD” ®
ibbs = —=Trlog(EG) — ~——2 —— —
Faivb 5 0g(2G) ]
T
+ Tr diag Py OH(I) —Trw
2= 8T
A . —EAG,. /2
~ 1 —Tr dlag{e =aber ocosh(I)}, (A.1)
=
where “o” is the Hadamard product, and AG,, =

diag(G — Gy) represent the difference vectors of diago-
nal elements of G and Gy. We use matrix derivatives
with respect to vector or matrix (e.g., refer to [31]) for the
variation with respect to ® and G.

The variation with respect to ® gives,

0Fcibbs __yOFaibbs | OFaibbs
0P oDT® 0P
DHD” ¢ A o
e R T ) B N RPN A
4TE 22 4nE

(A.2)

Using 4720 FGibbs/0P = 0 yields the modified Poisson-
Boltzmann equation,

—DHD”® + diag {pr — AeZACr/2 5 ginh <I>} =0.
(A.3)
Similarly, the variation of the free energy to matrix G
is,

0Fcibbs _ _pyOFaibbs | OFGibbs
0G DTG 0G
T
_ DHD I 1 A

3 BbTe + 8—diag {e*EAG""'/2 o cosh @} .
0 ™

(A4)

By 0FGibbs/dG = 0 and right multiplying by 87 G, we find
the generalized Debye-Hiickel equation,

DHD’G + diag {Ae—EAGw/2 o cosh <1>} G = 4L (A.5)



Table 4: Potential differences and execution times (in Seconds) of the PB and DH steps in the first 9 iterative steps. 1282, 2562 and 5122

meshes.
1282 mesh 2562 mesh 5122 mesh

Step Diff PB step  DH step Diff PB step  DH step Step Diff PB step  DH step
0 3.88336 8.29 3.92 3.32273 45.09 56.48 0 3.10677 239.88 666.14
1 0.15133 1.22 4.22 0.11065 6.25 56.54 1 0.11336 34.88 669.50
2 0.03013 1.19 4.08 0.03376 5.85 56.54 2 0.03271 32.97 669.89
3 0.01704 1.06 4.18 0.01860 5.31 56.39 3 0.01787 31.42 672.02
4 0.00888 1.08 3.92 0.00966 5.37 56.43 4 0.00916 30.77 669.03
5 0.00454 1.02 4.26 0.00498 4.93 58.24 5 0.00466 29.16 667.80
6 0.00235 1.00 4.29 0.00260 5.03 58.34 6 0.00240 28.16 672.96
7 0.00123 0.90 3.92 0.00138 4.53 58.24 7 0.00126 27.41 669.31
8 0.00065 0.89 3.92 0.00074 4.53 56.99 8 0.00067 24.82 668.74

Appendix B. Evaluation of the self-consistent free
energy, divergences

The continuum limit of the energy eq. (1) in three di-
mensions is divergent in 1/h3 as the cut-off in the prob-
lem, h, is taken to zero. In this appendix we show that
this problem is easily solved by always calculating energies
compared to an empty system with py = 0 and A = 0.
There is also another small problem with the use of eq. (1)
in a working code — it requires access to values of G which
are near to, but not on the diagonal in order to calculate
the derivatives. Selected inversion does not easily give this
information so we eliminate the derivative using the vari-
ational equations eq. (5):

n(Ve)?  pr®
8r= 2=

F= f%Tr log(EGQ) — /dr {

Ax

d _

/ I‘87T_
A

X_ e~ =¢()/2 cogh
=

—Ee)/2 cosh & G(r,r)

where we have dropped a constant coming from the inte-
gral of a d-function. We now shift the zero of free energy
taking as a reference,

fref:f(pfzoaA:0)> (Bl)

for the system

—V VGt = 4md(r — 1') (B.2)
If n» = 1 everywhere then G, = Gp; in a more general
background the functions are different.

Firstly we study the behavior of F — Fef. Let us con-
sider only the potentially divergent terms:

1 Ay -
—§Tr log(G/Ghref) — 87{67“6(1”)/2 cosh® G(r,r).
=

The last term containing G(r,r) has a naive divergence in
1/h3. We now show that this divergence is cancelled by a

residual divergence in the logarithmic contribution:

—V?2 + Ay cosh ®e—=c(r)/2 )

1 1
_glog(G/Gref) —§log ( o2

]' re
:210g< G focoshq)e “c(r)/2>

Take the trace of this expression. When the eigenvalues of
the expression involving G, are small we can expand the
log in a Taylor series to find a contribution:

Gre
B fAX cosh @ e~=c(r)/2 (B.3)
We find that the dangerous parts combine to give:
A -
3 >ie_:C(r)/2 cosh @ [G(r,r) — Gyet(r,1)]. (B.4)
=

The combination G — Gyef should remain finite as the mesh
spacing goes to zero. Thus F — Fet does too.
Using the variational identity eq. (5) we now find:

1 1
F — Fret = —fTr log(G/Gret) + e /drpf<I>+

Axe~ “C(r
/ = 8r=

This is our required result: A free energy which re-
mains finite as the cut-off is reduced, and which does
not require access to non-diagonal elements of G. Since
Trlog = logdet, the determinants are calculated rather
easily through Cholesky factorisation of the corresponding
sparse operator [22].

[<I> sinh ® — cosh® ZG(r,r) — 2 cosh P].
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